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Comparative analysis of several methods for purity determination using DSC is presented. 
This is based on a mathematical model including the construction of theoretical melting curves 
for two-component systems and the calculation of recorded melting curves with the help of a set 
of equations describing the formation ofa DSC output signal. It is shown that the true accuracy 
of purity determinations in the range of impurity concentrations ~ = 0.005-0.02 does not exceed 
30-50%. 

Purity determination is a very valuable and important application of DSC that 
has been subject of several reviews [2], [6-10], but the problem of establishing the 
true accuracy of DSC purity determinations has not yet been solved. This was 
convincingly demonstrated in [7] and [8], where it was shown that the relevant 
publications include obviously overstated estimates of accuracy as well as 
recommendations to apply DSC only for determination of the order of the impurity 
concentration. 

The essence of the problem may be formulated as follows: for an isobaric melting 
process of a two-component eutectic system in thermodynamic equilibrium, 

function 7" = ~ , where F is the fraction of the liquid phase in the system at 

temperature T, should be a straight line with slope proportional to the impurity 
concentration and cutting off the value of the melting temperature of the pure main 

z ~ x  

component on the ordinate. However, functions T = J(  F )  constructed on the 
X - - /  

basis of the experimental melting curves obtained with DSC turn out to be 
essentially nonlinear. The absence of thermodynamic equilibrium in a dynamic 
experiment, the inability of DSC to register the initial stages of melting, the 
formation of a solid solution, and the influence of thermal gradients, have all been 
indicated as possible causes of this nonlinearity. In order to eliminate the 
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nonlinearity, several methods have been proposed, the most widely known among 
them being those put forward by Sondack [1], Driscoll et al. [4] and Marti [2]. 
However, the results of purity determinations by any of these methods are strongly 

dependent on the portion of the T = J ( F )  curve chosen for calculations, and for 

methods [2] and [4], which are iterative algorithms using the techniques of linear 
regression analysis, the results are also dependent on the iterative process 
parameters. Attempts to test the correctness of these methods and to establish the 
rules for data selection for calculations by applying these methods to specially 
prepared samples were not successful and led to the discrepancy pointed out in [7] 
and [8]. This is easily explained if account is taken of the fact that it is practically 
impossible to make samples of the required high purity with reliably known 
impurity concentration; this has repeatedly been pointed out, for example in [10]. 
Hence, it is worthwhile to carry out a theoretical comparative analysis of purity 
determination methods based on mathematical modelling of melting processes of 
two-component systems, taking into account the characteristic features of 
recording sharp endotherms by DSC. 

Initial data set for 
construction of: 
the theoretical 
melting curve: 2(2, I 
m, M, T 1, A H~ 

W. 

i 
Construction of 
theoretical melt- 
ing curve accord- 
ing to Eqs (1) (5) 

Construction of 
recorded curve ac- 
cording to Eqs 
(6)-(10) 

Calculation of 
purity according] 
to methods [1 5] 

_ _  1 

L Error T 1 

Fig. 1 Block diagram for comparative analysis 

The procedure for such a comparative analysis, presented in Fig. 1, comprises the 
following stages: 

1) construction of a theoretical melting curve; 
2) construction of a mathematical model describing distortions of the theoretical 

melting curves during the recording of melting by D S C ;  
3) a numerical experiment in which a theoretical melting curve is constructed on 

the basis of the initial data set characterizing a two-component system; the curve 
recorded by DSC, when the melting process described by the theoretical melting 
curve has taken place in the DSC cell, is then constructed on the basis of the 
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mathematical model of the DSC; and this DSC-recorded curve is treated in 
accordance with the methods under consideration in order to obtain the calculated 
purity. Correlation of these calculated purity values with the initial values taken to 
plot the theoretical melting curve provides an opportunity for estimating the 
accuracy of these methods. 

We use the results presented in [8], where the pertinent relations are derived and 
the algorithm for calculating the thermal power absorbed by the melting sample vs. 

the sample temperature is given, to plot the theoretical melting curve. From the 
well-known relation describing the isobaric melting process of a two-component 
eutectic system in equilibrium: 

~H1 d T =  d In (f~Xl) (1) 
R T  2 

taking into account the dependence of the main component melting enthalpy on 
temperature: 

A H  1 = A H ~  A C ~  - T,)  (2) 

and the dependence of the activity coefficient of the main component on 
temperature and concentration in the form: 

2 

f l  = lWX2/Rr (3) 

the equation describing the phase diagram of a two-component eutectic system is 
derived in [8] in the form 

1 
~2WXI  ) A H  ~ + A C ~  - T1) + WX~2 d T =  / dx2; x 2 = s  (4) 

R T  2 ~ R T  1 - X 2 

The algorithm presented in [8] allows calculation via (4) of the thermal power dH 
absorbed by one mole of the melting sample when its temperature changes at 
thermodynamic equilibrium from Tto T+ dT. Consequently, in the dynamic mode 
the power gs ( , )  absorbed by the melting sample at the moment T when the sample 
temperature equals T(v) is expressed as 

dH dT rn 
gs[T(z)]  = d T  dr  M (5) 

Equation (5) is the required theoretical melting curve, i.e. the power absorbed by the 
melting sample as a function of the sample temperature and the rate of its change. 
Notations in Eqs (1)-(5) are identical with those used in [8], i.e, 
R = universal gas constant; 
T = equilibrium temperature of the system; 
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i = 1, 2 = index relating to the main component  and to the impurity, 
respectively; 

Ti = melting temperature of  the i-th pure component;  
A/-/~ = melting enthalpy of  the i-th pure component;  
A C~ = difference between molar  heat capacities in the solid and liquid phases of  

the i-th pure component;  
xi = molar  fraction of the i-th component  in the liquid phase; 

; i  = total molar  fraction of  the i-th component  in the system; 
f~ = activity coefficient of  the i-th component;  
F = molten fraction at temperature T; 

W = interaction energy between the components;  
M = molecular weight. 

Theoretical melting curves for a sample with m = 2- 10 -6 kg heated at a rate of  

1 deg/min for various values of  purity are presented in Fig. 2 .Thedata  set for the 

0.03 

0.02 

0.01 

0 
406 4065 407 407.5 

Temperature ~ K 

Fig. 2 Theoretical and recorded melting curves. (1) and (2) - -  Theoretical melting curves of  )?2 = 0.007 

and )?2 = 0.005, respectively; (3) - -  recorded melting curve for )?2 = 0.005. Sample weight 

m = 2.0 mg; scanning rate B = 1 deg/min; thermal resistance R s = 80 K/W 

well-studied phenacetine-benzamide system from [8] was used for construction of  
the melting curve: 

A/-/~I = 32300 J/mol; A C  ~ = 55 J/(mol.  K); W = 400 J/mol; T 1 = 407 K; M = 

179,000 kg/mol. 
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The recordings of the thermal processes taking place in the DSC cell is always 
accompanied by distortions due to thermal resistances and lags in the differential 
power control loops. Let us establish the relationship between the power recorded 
by DSC and that absorbed by the sample, using the approach suggested in [14] for 
the DSM-2M calorimeter. 

The design of the DSM-2M calorimeter block is based on a system of two 
identical cells controlled by two automatic control loops: the average power 
automatic control loop (ACL 1) and the differential power control loop (ACL 2), 
which is represented schematically in Fig. 3. The main features of the calorimeter 
performance essential for formulating the mathematical model of its operation are 
as follows. The average power automatic control loop supplies to both cells the 
reference power necessary for linear heating of the cells at the required rate of 
temperature change b. In doing so, ACL I continuously compares the reference cell 
temperature with the current value of the programmed temperature set by the 
temperature programmer. If there is a temperature difference between the 
programmed temperature Tp and the reference cell temperature, ACL 1 supplies I-- Samp{e cell Reference cell 

IRs Igs(z) 
Tts ('~1 Ttr I "c) [ 

Chrb 

I 
Chsb Automatic 

control 
loop 1 

Automatic 
control 
loop 2 

Fig. 3 Calorimetric block model 

additional thermal power to the averagelpower circuit in order to compensate for 
this temperature difference. As a result, the temperature of the reference ceil, and 
those of its thermometer and heater, vary strictly at the required rate b, i.e. in 
accordance with the linear programme. It follows that thermal powers C,~b and 
C~b are supplied to the thermometer and heater in the reference cell, respectively, 
from the average power circuit. Here C,, and Ch, denote the heat capacities of the 
thermometer and heater of the reference cell. Just the same power as is supplied at 
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each instant of time to the reference cell is also fed to the sample cell. Since the cells 
are identical (Ch,. = Chs, C,. = Cts ) but for the presence of the sample in the sample 
cell, we may assume that the same powers Ctsb and Chsb a r e  supplied to the sample 
cell thermometer and heater from the average power circuit when scanned at the 
rate b. 

However, the thermal power absorbed by the melting sample cell from the sample 
cell bottom where the sample thermometer is positioned is large enough to distort 
the linear heating of the sample thermometer. As a result, the sample thermometer 
temperature begins to lag behind the reference cell thermometer temperature, 
which is maintained equal to the programmed temperature Tp with the help of  
ACL 1. 

ACL 2 measures the temperature difference between the thermometers in the two 
cells and supplied additional power in accordance with the proportional-plus- 
integral control action to the sample cell in order to compensate for the temperature 
difference. This compensating power is recorded as a valid signal. Proceeding from 
the above, the thermal power balance for the sample cell thermometer and heater is 

C dTts 
,s ~ - C,sb + g , ( r ) -  gs[Ts(r)] 

(6) 
C dTns 

hs ~ - Chs b - g,(r) + ~ ' ;  

Here Ts(z ) = sample temperature at time r, C,s and ChS = heat capacities of the 
sample thermometer and the sample heater; gt(z) = power supplied at moment z 
from the sample heater to the sample thermometer through the contact thermal 
resistance (CTR) R,s; gs[Ts(z)] = power supplied at moment z for melting the 
sample at temperature Ts(r); ~ = recorded power supplied to the sample heater 
from the differential power control loop; and T = time. ~e; is related to the 
temperature difference between the sample and reference thermometers by the 

relationship: 
r 

~,~c = KI[T,r (~) _ T,s(Z) ] + Kz ~ [T,r(O) - T,s(O)]dO = 
o 

(7) 
= K,[Tp( ' r ) -  Tts(Z)] + K 2 ! . [Tp(O)- Tts(O)]dO 

Here Tt, = reference cell thermometer temperature; Tts = sample cell thermometer 
temperature at time z; K I and K 2 = control action coefficients for ACL 2. In (7), 
account is taken of the fact that, as pointed out above, the following conditions are 

m e t  
T~,(z) = Tp(v); dTt, _ dTe _ b (8) 

d~ d~ 
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Let us take into account the existence of  contact thermal resistances: 

R,s = CTR between the thermometer and the heater in the sample cell; R s = 
overall CTR between the sample cell thermometer and the sample, including the 
thermal resistances of  the sample-container and container-cell interfaces. The 
relationships between temperatures Tts and Ths then become 

Tts(V) = Ths(r) -  R,sg,(v) 
(9) 

Tts('C ) = Ts(~)-  Rsgs[Ts(~)] 

Let us add the initial conditions to the set of Eqs (6)-(9): 

Tt~(O) = Ths(O)= Tp(O)= Ti (10) 

where ti = programmed temperature at the instant of time r = 0, corresponding to 

the start of melting and taken to be zero moment, i.e. at r > 0  Tp(z) = T~+b-c. 
It will be seen that numerical solution of  a set of  Eqs (6)-(10) enables one to 

calculate the function g'eC[T~(r)], which represents the DSC curve recorded for the 
sample melting in the DSC sample cell described by the theoretical melting curve, 
provided that this curve plotted according to Eqs (1)-(5) is used as gs[Ts(r)]. 

Values of  Cts, Chs, KI and K 2 necessary for such calculations were determined 
using the relevant geometrical and thermophysical parameters of  the sample and 
reference cells and the parameters o fACL 2 for the DSM-2M. Heat capacities were 
calculated as the sum of  their associated members, and thermal resistances 
according to formulae recommended in [15]. Finally, the following values were used 
in calculations: 

Ct~ = 0.11 J/deg: Ch~ = 0.33 J/deg; K 1 = 0.11 W/deg; 
g 2 = 0.14" 10 3 W/(deg.s);  R,~ = 60 deg/W. 

Values of  Rs characteristic of low molecular weight organic compounds were 
determined by the method recommended in [12] and [13], which is based on the 
relationship between the melting peak temperatures and the values of b and R s. 
Values of R s = 80-140 deg/W were used for calculations. 

All calculations were incorporated in a FOR TRA N  programme for an ES-1033 
computer. The programme was used to construct the theoretical melting curve on 
the basis of  the initial data set, including values m, M, A/~ ,  AC~, X 2, T1 and W, to 
calculate the recorded melting curve for given values of  b and R s, to plot the 

T = J ( 1 )  function for the recorded curve, and then to treat it in accordance with 

the methods proposed by Sondack [1], Marti [2], Cooksey and Hill [3], Driscoli et al. 
[4] and Gustin [5]. 
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The T = ~ function for different values of b, R s and m are presented in Fig. 4. 

It is obvious that during the DSC recording of melting there occur substantial 

distortions which cause a marked curvature of the T = f ( ~ ) f u n c t i o n ,  and that 
\ - - /  

these distortions increase considerably with b, R s and m. The results of comparative 
analysis of the above-mentioned methods for a set of parameters recommended in 
[7] as optimum values for purity determinations are presented in Fig. 5. 

Analysis of Sondack's method, which gives the simplest means (using three points 

i = 1, 2, 3) of finding the average slope of the function T = ~ , showed that 

1 
determination of )?2 with satisfactory accuracy is possible only if the values o f - -  

F~ 
(i = 1, 2, 3) prove to be chosen correctly, whereas recommendations for the choice 

1 
o f ~  from [1] and [11] may lead to considerable errors. In principle, it is always 

1 
possible to specify values of---which ensure accurate calculations of)?2, but these 

F, 
1 

--  turn out to be strongly dependent on the impurity concentration that we are 
F, 
seeking and which is not known beforehand. 

For example, for the phenacetine-benzamide system at b = 1 deg/min, 
m = 2" 10 -6 kg, Rs = 100 deg/W, these relationships take the form: 

I 
- 21 .4-  2732.1)? 2 + 110,985.%~ 2 

F1 
1 

- 23.1-2936.5)?2+ 118,796.8~ 
F2 
1 (11) 

- 24.8 - 3154.8)? 2 + 121,552.5~ 
F3 

As a result, it turns out to be impossible to preset values of 1~ which would ensure 
purity determinations with sufficient accuracy. Fi 

Somewhat better results may be achieved using the method [4] of Driscoll et al. 
and its more elaborate version (Marti), which formalizes the search for the initial 

portion of the curve T = f ( 1 )  to be used in calculations. 

In contrast to methods [1 ] (Sondack) and [3] (Cook sey and Hill), which yield only 
one value of the impurity concentration, methods [2] and [4] involve the 
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Fig. 4 Temperature vs. I/F functions for different values of  B, m, Rs 
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Fig. 5 Compar ison o f  pur i ty  determinat ion methods. ( I ) - -  Sondack [ I]; (2) - -  Mar t i  [2]; (3) - -  Cooksey 
and Hi l l  [3]; (4) - -  Drisco]] et al. [4]; (5) - -  Gustin [5] 
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construction of successive linear approximations of the curve T = f ( F ) t h a t  
\ - - /  

produce a discrete spectrum of impurity concentrations with a 3-5% step over the 
range from obviously underestimated values of-Y2 to overestimated ones. Once 
again the efficiency of choosing the best linear approximation of the curve 

/ 1 \  

T = f ( F  ) by finding the minimum sum of the squares of deviations for points 
X / 

taken from the curve T = f ( 1 )  from the approximating linear function depends 

on the impurity concentration. It is therefore impossible to preassign the correct 

of the curve T = f ( F ) o r  the number of iterations required to obtain the part 
\ - - /  

accurate purity value. The results of direct application of the recommendations 
given in [4] and [2] are presented in Fig. 5. 

The conclusion to be drawn from the above is that since, in the last analysis, 
information about the sample purity is carried in the form of the melting curve, 
which is very sensitive to distortions due to thermal resistances and inertial lags, the 
average uncertainty of the absolute purity measurements by the more efficient 
methods of Driscoll et al. and Marti under the optimum experimental conditions 
(b~<2 deg/min, m~<3.10 - 6  kg) is about 30% in the range ,I? 2 = 0.0075-0.0135; it 
increases to 50% over the ranges -~'2 = 0.0135-0.0185 and -Y2 = 0.005-0.0075, and 
at X2 < 0.005 and X2 > 0.00185 the error becomes impermissibly high. 

The above error estimates refer, strictly speaking, only to the phenacetine- 
benzamide system whose parameters were taken for the calculations. However, a 
numerical experiment in which the fusion enthalpy was varied in the range 
20- 103-80 �9 103 J/mol, the fusion temperature in the range 320-500 K, and the 
interaction energy in the range 200-800 J/mol, showed that these estimates 
remained valid. 

Finally, it is necessary to note that in papers [3], [6] and [7] it is recommended to 
correct the recorded melting curve using the melting curve slope for an indium 
sample. This means that the curve to be used in further treatment is obtained from 
the recorded melting curve through the following procedure. Let g, eC denote the 
recorded power at the moment when the programmed temperature equals Tp. 
Then, the corrected temperature value 7 ~~ which is assumed to correspond to 
power g'% is calculated thus: 

z o,= 

where R i = thermal resistance determined using the indium melting curve. 
However, it is necessary to bear in mind that, firstly, the conditions of thermal 
contact between melting indium and a container and those between melting organic 
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substances and a container are qualitatively different, as has repeatedly been 
pointed out, for example in [2]. Secondly, even if values of Rs determined in 
accordance with the recommendations in [13] are used for correction, the gain in 
accuracy due to the correction does not exceed 10-15%, since the accuracy of the 
Rs determination does not exceed 35% and because a mere shift in temperature 
does not fully take into account complex distortions of the melting curve which 
occur during the recording of melting by DSC. 

The overall conclusion is that accuracy estimates in absolute DSC purity 
determinations of 20% and less, often cited in the literature, should be considered 
as overstated. A more realistic estimate in the range -~'2 = 0.0054).02 is 30-50% 
when the sample mass is less then 3.10 - 6  kg and the scanning rate is no more then 
1-2 deg/min. 
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Zusmnmenfassung - -  Eine Vergteichende Analyse verschiedener Methoden zur Reinheitsbestimmung 
mittels DSC wurde ausgefiihrt. Diese basiert aufeinem mathematischen System, dab die Konstruktion 
theoretischer Schmelzkurven fiir Zweikomponentensysteme und die Berechnung von registrierten 
Schmelzkurven mit Hilfe einer Reihe die Ausbildung des DSC-Signals beschreibenden Gleichungen in 
sich einschlieBt. Es wird gezeigt, dab die Genauigkeit der Reinheitsbestimmungen bei Konzentrationen 
der Verunreinigungen von -f2 = 0.005--0.02 30-50% nicht fiberschreitet. 

Pe31oMe - -  rlpoBegleH cpaBIittTeJII,HbU~ aHa~lt3 papa MeTO~ROB onpe21e.rleHH~l CTelIeHI,! qtlCTOTbl C 
rlOMOlUblO ~l, l l~peHUl ,  laflbHblX CKaHHpy~otttMX Ka.~OpHMeTpon Ha OCHOBe MaTeMaTl, tqeCKOfi Mo2Ie.~H, 
Br,.rIroqa~ot~lefi 17OCTpOeHHe TeopeTHqecKo~ KprlBO~ ILqaBJlenH~t .RByXKOMrlOHeHTHblX CHCTeM H pacqeT 
peFHCTpHpyeMO~ KpHaof4 n.aaa-aeaa~ Ha OCHOBe CHCTCMbl ypaBueHHfi, onncbma~ottte~ dpopM~poaaane 
ablXOanoro crirnaaa ~CK. FIoKa3aHO, qTO TOqUOCTI, onpejleneim~ creneim qnCTOTt, X B anana3one 
KonuenTpatmn npnMecri 0,005-0,02 He npeBblmaeT 30-50%. 
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